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A B S T R A C T

Owing to the wind and photovoltaic (PV) potential in Brazil, the country has recently seen increased exploration
into the construction of wind-PV hybrid plants. However, as specific criteria for contracting this type of project
have not yet been developed, this paper presents a model to assist the government in contracting projects that
maximize the socioeconomic well-being of the Brazilian electricity sector. For this, multiobjective programming
is used to simultaneously handle two objective functions—maximally reducing emission density and minimizing
the levelized cost of electricity (LCOE)—with the aid of the mixture arrangement technique. In this respect, the
optimization method called normal boundary intersection (NBI) is applied to solve the multiobjective problem
and construct the Pareto frontier. Additionally, a metric based on the ratio between entropy and the global
percentage error (GPE) is used to identify the optimal Pareto solution. The model was applied to determine
optimal configurations for wind-PV powerplants in twelve Brazilian cities, and the results obtained reveal the
capacity of the model to indicate the optimum configuration according to the wind and PV potential of each city.

1. Introduction

In recent decades, Brazil has implemented strategies to encourage
the use of renewable energy sources (RES) in order to reduce the de-
pendence of large hydroelectric plants on its energy matrix [1]. The
rationing and blackouts that occurred in the country between 2001 and
2002 were a significant motivator for the government to mobilize and
promote the use of new energy sources—especially RES [2]. Since then,
the country has introduced sources such as wind, biomass, small hy-
droelectric power stations, and more recently, photovoltaic (PV) in
incentive programs and incentive contract environments [3].

In 2014, low hydroelectric reservoir levels led to a jump in energy
prices in the market which further reinforced discourse on the need to
promote alternatives to hydroelectric dams in Brazil [4]. At the end of
the same year, for the first time, PV energy participated in an auction,
and in April 2015 an Alternative Source Auction—LFA—contracted
three wind farms. Additionally, in 2015, there were the New Energy

Auctions with the participation of wind energy, and the Reserve Energy
Auctions with the participation of solar and wind energy [5]. These
events signal the country's intention to intensify the use of these
sources, which are capable of diversifying the energy matrix and in-
creasing sustainability in the electric system.

Due to the wind and solar potential in the country, the use of hybrid
generation from wind-PV plants is timely, and becoming a reality with
the recent construction of several wind-PV power projects [6]. Trannin
[7] points out that advantages of power generation from these hybrid
systems include: complementarity of sources, since the wind regime is
more intense at night, while the incidence of sun occurs during the day;
economies of scale, reducing the average cost to companies that invest
in both sources; and that only one environmental impact study is ne-
cessary for a project that uses both sources, which accelerates the en-
vironmental licensing process.

However, the two sources also have specific disadvantages. In the
case of wind power, according to Fadigas [8], among some of the main
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disadvantages are: the visual pollution caused in the places where wind
powerplants are installed; noise pollution due to the sound of the wind
blowing on the blades; and the impact of aero generators on birds of the
region—potential to cause death to animals that collide with the aero
generators. Additionally, based on Ramanathan [9], it is observed that
the wind and biomass plants occupy a significant area, and for this
reason, the construction of wind powerplants can cause the de-char-
acterization of the natural habitat where they are installed, increase
land expenses, and limit the option of future enterprise expansion.

In relation to solar energy, the main disadvantages are: the lack of
energy production at night [10]; technology still in the stage of ma-
turation with the levelized cost of electricity (LCOE) still higher than
that of other RES, such as wind and biomass [11]; and in places of
medium to high latitudes, production falls sharply during the winter.

In this respect, an interesting alternative that combines the ad-
vantages of wind power and PV for the production of electricity, while
reducing the impact of the disadvantages of each source, is the wind-PV
hybrid system. In addition to being more reliable and less expensive
[12], optimally sized hybrid generation projects maximize the potential
of natural resources, such as sun and wind [13]. In many cases, a degree
of complementarity among sources, the possibility of optimization of
operating and investment costs, and the reduction of social and en-
vironmental impacts are pointed out. Based on these arguments, some
generator agents have proposed specific energy auctions for the con-
tracting of wind-PV hybrid plants, thereby seeking to expand the space
for new projects, bypassing several constraints of the transmission
system for wind energy and PV [6].

Considering that investors are beginning to show interest in wind
and PV sources in the form of hybrid projects, it is important to develop
mathematical models that guide the government in bidding processes
aimed at contracts that use the two sources simultaneously. Thus, the
present study aims to develop a method capable of assisting the gov-
ernment in the bidding process so as to contract grid-connected, wind-
PV power generation projects that are optimally configured from the
economic and socio-environmental perspectives.

To achieve this goal, multiobjective programming is used to guide
the contracting of projects that simultaneously reduce CO2 emissions
per occupied area, as well as minimize the LCOE. Thus, LCOE modeling
and CO2 emission reduction were carried out using a mixture ar-
rangement technique and, later, the normal boundary intersection
(NBI) methodology was used to perform the multiobjective optimiza-
tion of the functions in the study. The proposed method will be applied
to analyze the best configuration for a hybrid plant in the following
twelve Brazilian cities: Araripina, in Pernambuco (PE); Braganca
Paulista, in the state of Sao Paulo (SP); Campo Grande, in Mato Grosso
do Sul (MS); Jundiai, in the state of Sao Paulo (SP); Laguna, in Santa
Catarina (SC); Macau, in Rio Grande do Norte (RN); Mineiros, in Goiás
(GO); Montes Claros, in Minas Gerais (MG); Mossoro, in Rio Grande do
Norte (RN); Parnaiba, in Piaui (PI); Rio Grande, Rio Grande do Sul (RS);
and Xique-Xique, in Bahia (BA).

2. Multiobjective programming

Impacts of power generation projects have become increasingly
critical, and project planning has become increasingly complex.
Therefore, Oree et al. [14] argue that classic formulations, such as
models that include cost minimization as a sole objective, are becoming
less realistic, and it is necessary to consider more attributes in the en-
ergy planning process.

Models that aim only to minimize costs are free of conflict between
two or more objectives and therefore the solution can be found when
the function reaches its optimum. In this case, no special method is
needed [15]. However, when the optimization problem encompasses
more than one objective, the complexity increases because the objec-
tives are functions of the same decision variables and conflict with each
other [16]. In order to study the trade-off between conflicting

objectives and explore the available options, it is necessary to formulate
an optimization problem from methods capable of working with mul-
tiple objective functions. The following mathematical expression de-
monstrates a typical multiobjective optimization problem:
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where: F(x) is the vector of objective functions (fi) consisting of k cri-
teria, which are mutually conflicting; x is the vector of decision vari-
ables; gr and hq are the functions of restriction of inequality and
equality, respectively; I and J are the index sets containing as many
elements as inequality and equality constraints, respectively.

The models developed from these methods assist in identifying a
satisfactory solution from a set of non-dominated, or Pareto-optimal
solutions. In Fig. 1, the efficient frontier (or Pareto frontier) for a pro-
blem with two objectives is represented.

According to Shahraki and Noorossana [17], solution strategies for
multiobjective problems can be divided into two methods: prioritiza-
tion and agglutination. The first is the optimization of one goal, subject
to constraints that involve the other goals. Among the examples of this
solution strategy are: ε-method [15] and lexicographic programming
[18]. The second is characterized by converting all objective functions
into one, thereby reducing the original problem [19]. Among the main
agglutination methods are: goal programming [20]; the global criterion
method [15]; the weighted sum method [21]; and the NBI [22].

With regard to solving energy planning problems with optimization
models, it is possible to find studies in the literature that similarly seek
to propose new solutions. Initially, studies such as Park et al. [23],
Kannan et al. [24], and Sirikum et al. [25] used formulations that in-
cluded only cost minimization as the main objective. However, pro-
blems related to energy planning often involve multiple objectives that
generally conflict with one another [26–28]. According to Aghaei et al.
[29], the most common objectives in energy planning involve cost
minimization, environmental impacts, and adequate system reliability.

Recently, the NBI method has been used in several studies to solve
energy planning problems. Aghaei et al. [29] developed a multi-
objective programming model from the NBI, aiming at power genera-
tion expansion planning that prioritizes the following objectives:
minimization of costs and environmental impacts, as well as max-
imization of reliability. Vahidinasab and Jadid [30] formulated a model
for the strategy of contracting generation projects for an electric system,
taking into account the minimization of power flow (combined with
coefficients that represent the emission of pollutants), maximization of
individual return for investors, and physical constraints of power gen-
eration.

Izadbakhsh et al. [31] developed an optimization model to

Fig. 1. Pareto frontier for a minimization problem with two objectives.
Source: Oree, et al. [14].
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determine the best combination of wind turbines, PV panels, fuel oil
generators, and battery banks to form a small, isolated generation
system. In programming, the NBI method is used with two objective
functions—one concerning minimization of the total cost of the system,
and the other for the minimization of pollutant emissions.

The NBI is based on a geometric method of intuitive para-
meterization to produce a set of points at the Pareto frontier—even for
non-convex problems—and is considered an efficient technique for the
comparison between solutions distributed evenly at the Pareto frontier
[22]. The NBI approach uses the following equation to solve multi-
objective optimization problems [22]:
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where: w is the convex weighting; D is the distance between the utopia
line and the Pareto frontier; F x( ) is the vector containing the individual
values of the normalized objectives; e is a column vector of value 1; Φ
and Φ are the payoff matrix and the normalized payoff matrix, re-
spectively, and can be written as:
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The solution that minimizes the i-th objective function f x( )i can be
represented as f x* ( *)i i . When it replaces the optimal individual x *i in the
remaining objective functions, we have f x( *)i i .

As a criterion for choosing the optimal Pareto frontier solution
constructed from the NBI, the present study will use a measure that
corresponds to the maximum value of the ratio between the entropy
and global percentage error (GPE). The measure of entropy allows
finding an optimal point with maximum diversification in a system with
different components. In systems characterized as mixtures, the per-
centage of each component of the blend follows a discrete probability
distribution, (p). In this sense, based on Shannon [32], the entropy
calculation can be described according to Eq. (4):

∑= −
=

H p plog
i

m

i i
1 (4)

where: pi =percentage of the variables that are part of the system to be
diversified.

The use of entropy is justified because it is a measure that assumes
the maximum value when the results in a probability distribution are
equally probable and therefore compatible with the objectives of in-
creasing the diversification of the Brazilian energy matrix.

The GPE that is associated with an error measure. Rocha et al. [33]
explains that when used to determine the optimal weights of a multi-
objective problem, the GPE calculates the sum of the differences of the
Pareto-optimal solutions in relation to their targets, which are re-
presented by the utopia line. The GPE calculation is formulated as
follows:
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where: y*i =optimal value of the answers; Ti =target value; m
=number of problem objectives.

Therefore, it is a proposed criterion that can value both the ques-
tions related to energy planning and those that consider the relation of
the solution obtained by the NBI method with the values of utopia. The
formulation of the weighting method to be used is indicated by Eq. (6)
[34].

=ξ H
GPE (6)

where: ξ=measure resulting from the ratio between entropy and GPE.

3. Materials and methods

The proposed method can support the agencies of the Brazilian
electricity sector in the bidding process with regard to the contracting
of wind-PV power generation projects connected to the network with
optimal configurations—taking into account economic and socio-en-
vironmental aspects. Since there are no ready-made models that address
the problem of optimizing the proportion of each installed power source
in a wind-PV project, according to the circumstances in which these
projects are inserted in Brazil, we used the design of experiments (DOE)
by mixture arrangement to model the objective functions.

Regarding the definition of response variables, the proposed model
considers one objective related to socio-environmental issues and an-
other that involves the economic-financial scope. Thus, the objectives
are defined as: maximally reducing emission density (tons of CO2/
km2), denominated as y1; and minimization of LCOE (R$/MWh), de-
fined as y2.

3.1. Objectives to be optimized

3.1.1. Reduced emission density
Bertoldi et al. [35] state that RES are closely related to environ-

mental preservation and mitigation of climate change. In this respect,
wind and PV energy are among RES that do not require fossil fuels [36].

Wind forms from the continuous circulation of layers of air in the
atmosphere. In this process, the main factors influencing air circula-
tion—both on a global and local scale—are solar radiation and the
Earth's rotation [37]. In the case of PV energy, it is possible to state that
the sun is the most abundant energy source available on the planet. The
production of electricity from this source occurs through the conversion
of solar radiation using PV panels, a parabolic trough, or mirrors. In the
production of electricity from PV energy, both the voltage and current
are dependent on the radiation that reaches the conversion technology
[38]. Thus, we can say that producing energy with wind and PV systems
may result in reduced CO2 emissions [36].

Maximally reduced emission density meets one of ANEEL's goals for
the electricity sector, which involves maximizing the benefits of each
energy resource, while minimizing negative impacts on the environ-
ment and society [39]. The measure is related to socio-environmental
issues, since it measures the amount (provided by a clean generation
project) of avoided CO2 emission, per km2. To find the value, we simply
divide the product of an emission factor with the energy production, by
the sum of the areas occupied by each source that constitute the project.

From the calculation of the production of wind power and PV, it is
possible to estimate the resulting reduction in CO2 emission. In Eq. (7)
the reduced emission calculation is described.

=ER F Ee p (7)

where: ER=reduced CO2 emission in tons of CO2 (tCO2); Fe=emission
factor (tCO2/MWh); and Ep= total energy production (MWh).

In Eq. (8), the formula for the calculation of reduced emission
density is described. The values of 9.9 for wind power coefficient (Pw)
and 0.63 for PV power (Ppv) refer to the area (in km2) occupied by each
installed mega-watt (MW) of wind and solar power and were calculated
from data in Table 1. Table 1 lists the areas in km2 occupied by each
installed giga-watt (GW) of each source.

=
∑
+

ρ CO
F E
P P9.9 0.63red
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w pv
2

(8)

where: ρredCO2 is the reduced CO2 emission density, per year (tCO2/

G. Aquila et al. Renewable and Sustainable Energy Reviews 97 (2018) 377–389

379



km2); and Epm is the monthly average energy production (MWh).

3.1.2. Levelized cost of electricity
LCOE will be estimated from Eq. (9), which is characterized as the

most traditional method used to calculate this element [40]. This
method relates the total cost of power generation with the plant's
physical guarantee (PG). The expenses directly related to power gen-
eration are: disbursement with the investment in the project; operation
and maintenance costs (O&M); and project interest payments. The PG
corresponds to the maximum capacity that can be negotiated in con-
tracts for the purchase and sale of energy in a given period [41].

=
∑

∑

= +

= +

LCOE
t
T C

i

t
T E

i

0 (1 )

0 (1 )

t
t

pt
t (9)

where: Ct = total power generation costs for a given period, t; T= final
period of the analysis horizon; Ept=PG of the plant in each period, t;
i=discount rate.

The weighted average cost of capital (WACC) was used for the
discount rate in the LCOE calculation. This methodology is used in
several studies that analyze investments in projects generating power
from RES—such as those of Rocha et al. [42], Aquila et al. [43], Aquila
et al. [1], Ondracek et al. [44] and Ertürk [45]—and is recommended
by the Clean Mechanism's Executive Board in the Annex Guidelines on
the Assessment of Investment Analysis [46]. Eq. (10) presents the for-
mulation for the WACC calculation.

= − +WACC k D τ k E(1 )d e (10)

where: kd =the debt cost; D = fraction of debt (%); τ=income tax
rate; ke =cost of equity; E= fraction of equity (%).

For the present study, the WACC was deflated by US inflation, ac-
cording to ANEEL [47]. Table 2 presents the parameters for the WACC
calculation.

For the calculation of kd, the same methodology as that of Ertürk
[45] (and as indicated by ANEEL [47]) for companies investing in the
electricity sector was applied. The methodology corresponds to the
calculation of a portion resulting from the sum of the risk-free rate, the

credit risk premium, and the country risk premium. The calculation is
given in Eq. (11).

= + +k r r rd f c b (11)

where: rf =risk-free rate; rc =credit risk premium; rb =country risk
premium.

For the calculation of ke, the capital asset pricing model (CAPM) was
used. The model—originally presented by Sharpe [49], added to the
country risk—is widely used in the literature, as in the studies of Aquila
et al. [1], and Ertürk [45]; as well as recommended by ANEEL [47]. The
calculation is presented in Eq. (12).

= + × − +k r β r r r( )e f m f b (12)

where: rm =market risk premium; β=beta, which measures the risk of
the project in relation to the market.

In Brazil, wind and solar power generation projects are contracted
in auctions for a period of 20 years and receive support from the BNDES
financing lines. The financing can be requested by companies with
headquarters and administration within the country and legal entities
governed by public law. The minimum amount to be financed is R$ 20
million and, in the present study, the interest rate used (discounted for
inflation) was 4.99%. Until April 2017, the amortization period for
wind power projects was 16 years, with that of solar projects at 20
years. For all projects, there is a grace period of six months, with in-
terest, beginning at the start of project operations.

3.2. Mixture arrangement

The mixture arrangement is the only DOE technique capable of
providing a means of determining the formulation for a specific blend
[50]. With regard to the experimental mixture arrangement, the factors
are components or ingredients of a mixture. Therefore, there is a re-
lationship of dependence between the composition levels [51]. Conse-
quently, this establishes a totality constraint for the levels of the com-
ponents that are part of the blend. In this respect, suppose that x1, x2,…,
xp represent the proportions of p components. With this, according to
Cornell [50], the constraints are presented as: + + …+ =x x x 11 2 p and

≤ ≤x0 1p .
The experimental scenarios formed in the mixture arrangement are

configured from a simple coordinate system. As such, in this context,
simplex arrangements are the most commonly used [50]. The planning
of a simplex lattice, with p components and polynomial model adjusted
in order m, is made from m+1 proportions, equally spaced between 0
and 1, and tested for each factor in the design [51]. The levels of factors
xi are obtained as follows:

= … = …x
m m

i p0, 1 , 2 , ,1; for 1, 2, ,i (13)

All combinations or mixtures are used; the number of experiments
(N) in the simplex lattice is given by:

=
+ −

−
p m
m p

N
( 1)!

! ( 1)! (14)

In the case analyzed, the mixture arrangement was configured for a
grid-connected, wind-PV project with a total power of 30MW, which
corresponds to the maximum power that allows the entrepreneur a
discounted transmission and distribution system usage tariff. After
carrying out the reduced emission density and LCOE calculations for
each configuration, quadratic regressions were performed to obtain the
objective functions for the two outputs.

In the present study, to estimate the objective functions representing
the reduced emission density and LCOE, experimental scenarios are first
generated from the mixture arrangement to guide the calculations of
the reduced emission density per year, and the annual LCOE for each
are subsequently analyzed. The configuration of the arrangement was
based on the simplex lattice, with two components (wind power and

Table 1
Space occupied by GW installed from each source.
Source: Ramanathan [9].

Source Occupied land area in km2 per GW installed

Biomass 25,600
Wind 9900
Hydropower 7600
Solar FV 630
Thermoelectric 35
Oil 20
Natural Gas 20
Nuclear 10

Table 2
Parameters used to calculate the WACC.

Parameter Value Source

D 63.55% Damodaran [48]
E 36.45% Damodaran [48]
rf 5.64% ANEEL [47]
rc 3.37% ANEEL [47]
rb 2.62% ANEEL [47]
rm 13.20% ANEEL [47]
β 1.14 Damodaran [48]
kd 11.63% Eq. (11)
ke 16.88% Eq. (12)
US inflation 2.41% ANEEL [47]
WACC 11.03% Calculated
WACC (deflated) 8.42% Calculated
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PV), five degrees lattice, as well as the central and axial points of the
arrangement—totalizing nine experimental scenarios. Table 3 shows
the experimental scenario generated from the mixture arrangement for
each of the twelve cities.

3.3. 3.3 Calculations for the production of energy by wind and PV sources

With regard to energy trading contracts in Brazil, according to
Moreno et al. [52], power generation enterprises must guarantee 100%
of the PG. For the construction of the model directed to wind-PV
powerplants, the PG estimate is fundamental for the reduced emission
density and LCOE calculations. However, as in the present study, it will
not be considered for real projects. Instead, the PG measurement will be
made from the average annual wind and PV production estimated from
different location analyses.

3.3.1. Wind power production
A wind turbine captures part of the kinetic energy of the wind as it

passes through the area swept by the rotor and is subsequently trans-
formed into electrical energy. The average annual wind energy pro-
duction is estimated from the product of wind power (as described by
Amarante [53]), the number of operating hours of the plant's wind
turbines (equivalent to 8760), and losses due to unavailability and
technical issues in the transmission system (equal to 3% and 4%, re-
spectively) [54,55]. In Eq. (15), the calculation of the annual produc-
tion of the windmill portion of the plant is described.

= ×E ρA v C η8760 0.93
2p r P

3
E (15)

where: EpE=annual wind power potential (MWh); ρ= air density (kg/
m3); Ar =area swept by the rotor (m2); v = average wind speed (m/s);
CP =drag coefficient rotor power (adimensional); η=efficiency of the
generator-set mechanical and electrical transmissions (adimensional).

Custodio [56] explains that for the conversion of wind energy, it is
important to study the vertical behavior of the wind in the boundary
layer of the surface, where wind turbines are usually located. The
aforementioned author points out that in this aspect, the roughness
length (z0) is the average height of the soil protrusions, responsible for
the frictional force that opposes the movement of the air mass, resulting
in a reduced wind velocity near the ground. Therefore, it can be de-
duced that, due to the influence of the viscosity of the air in contact
with the terrain, it generates a wind profile whose velocity varies with
height (h). To determine the wind speed at another time, it is possible to
use the logarithmic wind speed behavior, as indicated by Eq. (16):

=
( )
( )

v
v

ln

ln

h
z

h
z

1

2

1
0

2
0 (16)

The formulation indicated in Eq. (16) was used, since the original
average monthly wind speed data collected in the SWERA [57] data-
base are for a height of 10m. Data from the wind turbines of the

manufacturer Enercon were also used, with power ratings equivalent to
2MW, 3MW, 3.5MW, and 7.5MW [58]. Thus, the wind velocity for
wind turbine height was calculated from Eq. (16), which is: 135m for
wind turbines of 3MW and 7.5MW, 138m for those of 2MW, and 74m
for 3.5MW. Similar to the study by Aquila et al. [43], a value of
η=0.98 was considered and the areas scanned for each type of wind
turbine are shown in Table 4. The soil roughness coefficient data for
each city are available in CEPEL [59] and the normal atmospheric
density (ρ) = 1.225 kg/m2 was considered for all calculations.

It is important to note that, to calculate the potential of each wind
energy plot, combinations of wind turbines were defined such that the
highest possible wind energy production would be achieved in each of
the nine scenarios. Table 5 lists the types and quantity of wind turbines
for each installed wind power scenario.

Another important detail regarding the calculation of wind poten-
tial, observed by Custodio [56] and Aquila et al. [1], is that CP varies
according to wind speed. To adjust the CP value according to each wind
velocity collected, cubic regressions were performed in Minitab® soft-
ware. Four cubic regression equations—one for each turbine size—were
elaborated from wind turbine CP data for 20 wind speeds (0–20m/s)
(see Appendix A).

The regression adjustments for the 2MW, 3MW, 3.5MW, and
7.5MW wind turbines reached a R2

adj of 94.6%, 92.1%, 94.3%, and
91.4%, respectively, and are considered suitable based on Hair Jr. et al.
[60]. The following regressions are presented for wind turbines of
2MW (Eqs. (17)), 3 MW (Eqs. 18), 3.5MW (Eqs. (19)), and 7.5MW (Eq.
(20)):

= − + − +C v v v0.09843 0.1796 0.01668 0.000406P
2 3

MW2 (17)

= − + − +C v v v0.01092 0.1813 0.01782 0.000406P
2 3

MW3 (18)

= − + − +C v v v0.09513 0.1643 0.01451 0.000336P
2 3

MW3.5 (19)

= − + − +C v v v0.01073 0.1562 0.0125 0.000261P
2 3

MW7.5 (20)

3.3.2. PV power production
For the calculation of the portion representing the average annual

production of solar energy, the data of PV cells with the following
characteristics were used [61]: nominal power of the cell (Pnom)
= 300W; efficiency (η) = 15.50%; area (A) = 1.94m2; temperature
loss coefficient above 25 °C (σT) =− °0.42%/ C. For the scenario with

Table 3
Scenarios generated by the mixture arrangement.

x1 x2
Power relative to wind power source
(MW)

Power relative to solar source
(MW)

30.0 0.0
24.0 6.0
22.5 7.5
18.0 12.0
15.0 15.0
12.0 18.0
7.5 22.5
6.0 24.0
0.0 30.0

Table 4
Area swept by rotor in each type of aerogenerator.

Wind turbine power (MW) Area swept by rotor (m2)

2MW 5281
3MW 10,515.5
3.5MW 8012
7.5MW 12,668

Table 5
Combination of wind turbines for each wind power scenario.

Installed wind power Combination of wind turbines

30MW 10 wind turbines of 3MW
24MW 8 wind turbines of 3MW
22.5MW 5 wind turbines of 3MW and 1 wind turbines of

7.5MW
18MW 6 wind turbines of 3MW
15MW 5 wind turbines of 3MW
12MW 4 wind turbines of 3MW
7.5MW 2 wind turbines of 2MW and 1 wind turbines of

3.5MW
6MW 2 wind turbines of 3MW
0MW None
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100% solar power, the use of 100,000 PV cells was assumed, and for the
other scenarios, cell quantity was assumed to be proportional to the
percentage of solar power installed (% solar x 100,000).

Monthly solar irradiance data, according to latitude and mean
temperature (T) for each city, were also collected from the SWERA [57]
database. 25% losses were considered for the energy produced, which,
according to ABINEE [62], occur due to: shading, accumulation of dust
in the cells, losses in the inverters, losses due to unavailability, differ-
ences in the characteristic curves of the modules, and losses in cabling.
The loss due to the increase of each degree of temperature above 25 °C
(ambient temperature), calculated in a specific way according to the
temperature of each city, was also discounted.

With the data described, it was possible to estimate the average
annual production of solar energy for hybrid powerplants in each sce-
nario and for each city. In Eq. (21), the calculation for the production of
solar energy is shown.

= −E ηI A σ T0.8 (1 )p m TFV (21)

where: EpFV=PV potential energy (MWh); η=efficiency (%); Im=
average irradiation in the period (kWh/m2); A =area (m2); σT
= temperature loss coefficient (%/°C); T= temperature (°C).

As indicated in Eq. (22), it is now possible to obtain the average
annual production of total energy by means of the sum of the calculated
wind and PV energies, which corresponds to the PG of the wind-PV
powerplant.

= +E E Ep p ptotal e FV (22)

where: Eptotal=total energy production, corresponding to the PG
(MWh).

4. Application and results

The application of the proposed method is divided into the fol-
lowing steps: calculation of the responses for each scenario indicated in
the mixture arrangement, obtaining the objective functions, applying
the NBI and choosing the optimal solution at the Pareto frontier, as
shown in Fig. 2.

4.1. Formulation of objective functions from mixture arrangement

To determine the reduced emission density and LCOE for each

scenario of the arrangement, the PG was initially calculated for each
scenario illustrated in Appendix B. In the reduced emission density
calculations, the formula described in Eq. (8) was applied, and the
value for the adopted emission factor was 0.0817 tCO2/MWh, equiva-
lent to the last annual emission factor published by MCTIC [63] for the
year 2016. This factor represents average CO2 emissions for power
generation in the context of the Brazilian market and considers all en-
ergy sources—including wind and PV [63]. Since wind and PV plants do
not emit CO2 during operation, their use contributes to a reduction of
overall system emissions, based on the emission factor previously pre-
sented.

In calculating the LCOE values, a discount rate of 8.42%—calcu-
lated by the WACC—and the PG values shown in Appendix B were used.
To obtain the investment value for both wind and solar power gen-
eration, based on data from CCEE [5], the average investment value per
installed power for projects contracted since 2014 were calculated for
each source. The average investment value for wind power was found
to be R$ 3918,623.32 per installed MW, whereas that of solar was R$
4795,304.68 per installed MW. As these are not real projects, the values
of investment by city were not discriminated.

In relation to O&M costs, the value was calculated based on the
investment value. The calculation basis was obtained from Mudasser
et al. [64] and the study by Aquila et al. [1], and amounts to 2% of the
total investment value for a wind farm. For a solar plant, O&M costs are
equal to 0.5% of the total investment [62]. As for interest on financing,
a value of 4.99%—as indicated in Section 3.1—was used in each sce-
nario.

With the values of y1 (reduced emission density) and y2 (LCOE)
calculated for all scenarios in each city and indicated in Appendix C, it
was possible to estimate the objective functions. For this, quadratic
regressions (Eqs. (23) and (24)) were performed by the Minitab ®

software, and for y1 it was necessary to include two additional terms for
the model to have an ideal fit, based on Hair Jr. [60]. For y2, it was not
necessary to add the terms, and in Table 6 and 7 are described to Eqs.
(25)–(48), with the objective functions for y1 and y2.

∑ ∑ ∑= +
= <

E y β x β x x( )
i

q

i i
i j

q

ij i j
1 (23)

Fig. 2. Proposed method flowchart.
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It is observed that, for each city, objective functions with different
coefficients were obtained for both y1 and y2. This reveals that it was
possible to determine the objective functions modeled according to the
wind and solar potential of each city.

4.2. Results of NBI optimization

After obtaining the objective functions for each city, the next step is
the resolution of the multiobjective problem through the NBI. In this
way, the payoff matrix is assembled, as indicated in Eq. (3). Subse-
quently, it is possible to solve the optimization problem with the NBI
formulation presented in Eq. (2). It should be noted that restrictions on
the mixing problem were added, which correspond to

+ + …+ =x x x 11 2 p and ≤ ≤x0 1p .
From the results of the NBI, the Pareto frontier was constructed

equispaced and evenly distributed, with weights varying with an in-
crease of 0.05. Finally, from the measure of the entropy and GPE ratio
described in Eq. (6), it was possible to identify the optimal plant con-
figuration for each city, as shown in Figs. 3, 4, and 5.

Most of the cities presented different percentages of wind and solar

power in the optimal configuration, as well as different values for y1
and y2. Thus, it is possible to consider that the model responds ade-
quately as a criterion in the bidding process for wind-PV contracts in
Brazil.

It is important to highlight that, in relation to optimal configura-
tions between cities, the most adequate solution is not always that
which indicates the same importance for the objective functions. In
Araripina-PE, for example, the optimal configuration is at a border
point where the weight to maximize the reduced emission density is at
10%, while for the LCOE minimization, the weight is at 90%. In
Jundiai-SP, the optimal solution is at the point where the weight to
maximize the reduced emission density is at 15%, while for the LCOE
minimization, the weight is at 85%. In Table 8, the results of max-
imizing y1 and minimizing y2 are simultaneously weighted for each
objective function at the point with the Pareto-optimal solution, where
w1 is the weight for the reduced emission density function and w2 is the
weight for the LCOE function. Additionally described in the table is the
ratio of y1 / y2 which makes it possible to rank cities where reduced
emission density is maximized at a lower cost.

The ratio of y1/y2 shows that in Araripina-PE it is possible to avoid a
large amount of CO2 emission per area (tCO2/km2), with the lowest
LCOE (R$/MWh). Put differently, it is where the greatest socio-en-
vironmental benefit is available at the lowest cost. The cities of Xique
Xique-BA and Mineiros-GO show the best results, with all cities in the
Northeast region having a higher ratio of y1 / y2 than cities in other
regions of the country—except Mineiros-GO and Montes Claros-MG.

As observed, the PG value is necessary for the calculations of y1 and
y2. Therefore, from the optimal results of y1 and y2, it is possible to
extract the PG value from the plant in its optimal configuration, as
shown in Table 8. In this way, it is possible to conclude that when
considering objectives that depend on the PG value, the model also
contributes to the determination of a PG that is compatible with the
objective of maximizing the socioeconomic benefit of the electricity
sector. The results of the PG reinforce the wind and solar potential of
the northeast region (for example, the cities of Araripina-PE, Xique-
Xique-BA, Mossoro-RN, and Macau-RN). Additionally, the cities of
Mineiros-GO and Montes Claros-MG can also be seen as potential lo-
cations for wind-PV plants.

The results of the cities of Mineiros-GO and Montes Claros-MG can
be considered as surprising, since they are located in regions that do not
yet have wind and PV power generation projects. The city of Mineiros-
GO presented the second highest level of reduced emission density and
the third lowest LCOE—superior to several cities in the northeast region
where the majority of wind and solar projects are installed, and sur-
passing Rio Grande-RS, located in a state that has already installed wind
powerplants.

Montes Claros-MG, located in the north of Minas Gerais, presented

Table 6
Target function for reduced emission density (y1) in each city.

Cities R² adj y1

Araripina-PE 99.34% + + − − −x x x x x x x x x x x x3.83 20.53 –29.49 33.98 ( ) 36.85 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (25)
Braganca Paulista-SP 99.65% + + − − −x x x x x x x x x x x x1.79 19.02 –30.32 34.73 ( ) 35.25 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (26)
Campo Grande-MS 99.51% + + − − −x x x x x x x x x x x x2.64 19.03 –29.01 33.85 ( ) 36.07 ( 1 )1 2 1 2 1 2 1 2 1 2 2 2 (27)
Jundiai-SP 99.48% + + − − −x x x x x x x x x x x x2.49 17.30 –26.12 30.10 ( ) 31.80 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (28)
Laguna-SC 99.38% + + − − −x x x x x x x x x x x x2.74 16.16 –23.71 27.32 ( ) 29.43 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (29)
Macau-RN 99.52% + + − − −x x x x x x x x x x x x2.83 20.45 –29.92 36.78 ( ) 38.45 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (30)
Mineiros-GO 99.33% + + − − −x x x x x x x x x x x x3.52 19.25 –27.79 32.06 ( ) 34.79 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (31)
Montes Claros-MG 99.47% + + − − −x x x x x x x x x x x x3.13 20.72 –31.05 35.80 ( ) 37.95 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (32)
Mossoro-RN 99.19% + + − − −x x x x x x x x x x x x3.29 20.70 –31.46 34.45 ( ) 36.02 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (33)
Parnaiba-PI 99.61% + + − − −x x x x x x x x x x x x2.71 21.70 –33.46 38.26 ( ) 38.26 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (34)
Rio Grande-RS 99.40% + + − − −x x x x x x x x x x x x2.83 16.48 –24.10 27.70 ( ) 29.97 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (35)
Xique-Xique-BA 99.42% + + − − −x x x x x x x x x x x x3.50 21.38 –31.46 36.42 ( ) 38.93 ( )1 2 1 2 1 2 1 2 1 2 1 2 2 (36)

Table 7
Objective function for LCOE (y2) in each city.

Cities R² adj y2

Araripina-PE 96.19% +x x x x141.93 440.65 –220.351 2 1 2 (37)
Braganca

Paulista-SP
84.18% +x x x x291.18 445.57 –28.981 2 1 2 (38)

Campo Grande-
MS

93.06% +x x x x197.55 486.94 –158.611 2 1 2 (39)

Jundiai-SP 93.66% +x x x x211.03 530.59 –207.481 2 1 2 (40)
Laguna-SC 95.25% +x x x x195.72 563.15 –304.161 2 1 2 (41)
Macau-RN 94.37% +x x x x181.16 455.14 –227.491 2 1 2 (42)
Mineiros-GO 95.85% +x x x x153.71 470.83 –289.181 2 1 2 (43)
Montes Claros-

MG
94.30% +x x x x168.95 442.04 –191.371 2 1 2 (44)

Mossoro-RN 92.05% +x x x x164.83 435.09 –172.511 2 1 2 (45)
Parnaiba-PI 94.00% +x x x x193.32 422.68 –118.741 2 1 2 (46)
Rio Grande-RS 95.53% +x x x x190.13 551.39 –306.321 2 1 2 (47)
Xique-Xique-BA 95.12% +x x x x152.02 426.84 –217.511 2 1 2 (48)
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results for reduced emission density and LCOE superior to those of the
city of Parnaiba-PI—already hosting wind power projects. This result
reveals Brazil's potential for the use of wind and solar energy in regions
not yet exploited and the importance for wind-PV power projects to
take advantage of this potential in a rational way. In Jundiai and
Braganca Paulista, the least-favorable results were observed. However,
if the weight of the objective functions is changed, the results for these
cities improve, as seen in Fig. 6.

Similarly, Fig. 6 illustrates that the choice of which project should
be contracted is subject to change. For example, if the emission density
was greater than 50%, the city of Laguna-SC—rather than Braganca
Paulista-SP—would become the least-favorable option for plant in-
stallation. The same occurs with the order of the best place for the in-
stallation of the project. When a weight upwards of 65% is applied for
the emission density function, it is observed that Xique-Xique-BA be-
comes the most-favorable location to install the plant, with Araripina-

Fig. 3. Pareto frontier and optimal configuration in Araripina, Braganca Paulista, Campo Grande, and Jundiai.

Fig. 4. Pareto frontier and optimal configuration in Laguna, Macao, Mineiros, and Montes Claros.
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PE falling behind Parnaiba-PI.
This indicates that the optimal configuration selection method

should be clear and defined to avoid uncertainties for investors when
choosing the best location for a wind-PV powerplant. The proposed
method for selecting the optimum configuration sought, through en-
tropy, to take into account the country's goal of seeking to diversify the
energy matrix and the GPE to evaluate the distance of optimal solutions
to the utopia line, that is, a related question to the applied optimization
method.

However, for practical applications, decision makers can determine
other criteria that can be either quantitative or subjective. If the gov-
ernment needs to emphasize socio-environmental aspects, a criterion
can be adopted to prioritize this objective. The same can be done to-
ward prioritizing the reduction of the LCOE.

Another aspect to be highlighted is the importance of the NBI in
applying a method to determine the optimal configuration. The NBI
allows the construction of the Pareto frontier in an equispaced
way—independent of the increment used for the weights of the func-
tions. The use of another method could present faults in the frontier
construction and hamper the process of selecting the optimal

configuration.
Fig. 7 reveals some curiosities between the wind and PV potentials

of cities that are in close proximity. Jundiai-SP and Braganca Paulista-
SP, for example, are almost neighboring cities. However, it can be seen
in Fig. 7 that in the configuration of the project with 100% wind power,
Jundiai-SP demonstrates a wind potential far superior to that of Brag-
anca Paulista-SP. Conversely, when the project with 100% PV power is
analyzed, Braganca Paulista-SP surpasses Jundiai-SP, revealing a su-
perior PV potential.

It can be considered that the proposed method was able to con-
tribute to decision-making in the selection of wind-PV projects. From
the model, it was possible to find the optimum configuration (percen-
tage) of wind and PV power generation, as well as the responses to low
emission density and LCOE, taking into account the specific wind and
PV potential of each site. It is worth mentioning that each tool used in
the construction of the method was determinant of the results and can
be applied in practical situations.

Finally, it is important to highlight that the model proposed in this
study may be useful for regulators in the Brazilian electricity sector to
determine the potential entrepreneurs of wind-PV hybrid farms to
configure their projects in a way that maximizes the socioeconomic and
environmental benefits provided by the two sources. By constructing a
method that requires the producer to set up the wind-PV farm in a way
that optimizes the benefits to society, potential investors will subse-
quently be able to compete in lower-priced auctions for alternative
energy sources in the country.

5. Conclusions

This study used multiobjective programming from the NBI to pre-
sent a contribution to guide the contracting of wind-PV power gen-
eration projects in Brazil. Multiobjective programming allows for the
simultaneous optimization of functions related to the reduced emission
density and LCOE in the proposed model, thus optimizing the en-
vironmental and socioeconomic gains, respectively.

Based on the constructed model, it is possible for the government to

Fig. 5. Pareto frontier and optimal configuration in Mossoro, Parnaiba, Rio Grande, and Xique-Xique.

Table 8
Weight of the objective functions at the optimum configuration point of the
plant.

Cities w1 w2 y1 y2 y1/y2 PG

Araripina-PE 10% 90% 4.62 187.58 0.0246 109500.90
Xique-Xique-BA 10% 90% 4.21 196.16 0.0215 104660.81
Mineiros-GO 10% 90% 4.25 202.60 0.0210 101527.38
Montes Claros-MG 10% 90% 3.72 214.30 0.0174 95103.39
Mossoro-RN 10% 90% 3.68 212.92 0.0173 94272.73
Macau-RN 10% 90% 3.79 221.02 0.0171 95233.12
Parnaiba-PI 15% 85% 3.64 250.86 0.0145 86303.03
Rio Grande-RS 10% 90% 3.41 247.17 0.0138 83182.01
Laguna-SC 10% 90% 3.29 254.09 0.0129 80917.27
Campo Grande-MS 15% 85% 3.45 269.96 0.0128 81030.29
Jundiai-SP 15% 85% 3.29 289.70 0.0114 74653.88
Braganca Paulista-SP 20% 80% 2.69 358.82 0.0075 62800.70
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determine that the wind-PV projects participating in lower-priced
auctions are optimally configured to meet the objective of maximizing
the socioeconomic well-being produced by the electricity sector.

Additionally, a method for decision making based on the ratio be-
tween entropy (which meets the objectives of diversifying the Brazilian
energy matrix) and GPE (which allows us to find the solution closest to
utopia) was used to determine the Pareto-optimal solution.

It can be considered that the gains provided by the construction of
wind-PV plants are distributed in an equitable way with the application
of the model. This is because, with the simultaneous optimization of the
functions considered in the study, both the environmental preservation
of the place where the plant is built seeks to be preserved, and the cost
to the energy producer is to be reduced. In addition, the legislators and
final consumers will benefit, because once the optimal configuration is
determined from the proposed model, the projects will be able to
compete in lower-priced auctions, and the less-costly project in its op-
timal configuration will be contracted.

It is worth mentioning that the steps of the present model can be
replicated to configure any on-grid wind-PV plant which is part of an

electric system that is based on the physical guarantee quota regime.
The results indicate the efficiency of the model as it was possible to

identify optimal levels of inputs and outputs compatible with the spe-
cific characteristics of wind potential and PV for twelve different cities.
It was also possible to verify that in some cities located in regions of
Brazil where there are still no wind and PV plants installed, there is
good potential for the use of wind-PV power generation. Additionally,
in Brazil, even between cities of close proximity, there are different
wind and PV profiles, which indicates that the location of the project is
fundamental for the best use of each source.

Finally, it is important to point out that the proposed model is a first
contribution to help in the contracting of wind-PV power generation
projects in Brazil. Future work is of great value in order to develop new
models or to improve the model proposed in this work.
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Appendix A

see Table A1

Appendix B

see Table B1

Table A1
Data used for CP regression x wind speed.

v v³ CP (2MW) CP (3MW) CP (3.5 MW) CP (7.5 MW)

0 0 0.00 0.00 0.00 0.00
1 1 0.00 0.00 0.00 0.00
2 8 0.12 0.058 0.08 0.00
3 27 0.29 0.279 0.28 0.263
4 64 0.40 0.376 0.37 0.352
5 125 0.43 0.421 0.41 0.423
6 216 0.46 0.451 0.44 0.453
7 343 0.48 0.469 0.46 0.470
8 512 0.49 0.470 0.47 0.478
9 729 0.50 0.445 0.47 0.477
10 1000 0.49 0.401 0.46 0.483
11 1331 0.42 0.338 0.43 0.470
12 1728 0.35 0.270 0.38 0.429
13 2197 0.29 0.212 0.32 0.381
14 2744 0.23 0.170 0.26 0.329
15 3375 0.19 0.138 0.21 0.281
16 4096 0.15 0.114 0.17 0.236
17 4913 0.13 0.095 0.15 0.199
18 5832 0.11 0.080 0.12 0.168
19 6859 0.09 0.068 0.10 0.142
20 8000 0.08 0.058 0.09 0.122

Table B1
Physical guarantee (MWh) for each scenario in each city.

100% wind
power

80% wind
power 20% PV

75% wind
power 25% PV

60% wind
power 40% PV

50% wind
power 50% PV

40% wind
power 60% PV

25% wind
power 75% PV

20% wind
power 80% PV

100% PV

Araripina-PE 137,560 119,555 99,359 101,549 92,546 83,544 60,020 65,539 47,533
Braganca

Paulista-SP
63,551 59,654 50,616 55,757 53,808 51,860 43,304 47,962 44,065

Campo Grande -
MS

94,159 83,754 69,862 73,409 69,121 63,034 47,637 52,659 44,083

Jundiai-SP 89,211 79,382 65,996 69,552 64,637 59,722 44,785 49,882 40,062
Laguna-SC 98,191 86,040 71,050 73,889 67,814 61,738 44,885 49,887 37,436
Macau-RN 101,286 90,500 90,378 79,713 86,694 68,927 53,488 58,141 47,355
Mineiros-GO 126,458 110,083 91,225 93,708 85,520 77,332 55,397 60,957 44,581
Montes Claros-

MG
111,894 99,114 82,503 86,333 79,943 73,552 54,967 60,772 47,992

Mossoro-RN 117,807 103,835 77,638 89,863 74,610 75,892 57,000 61,920 47,948
Parnaiba-PI 96,645 87,373 73,982 78,102 73,467 68,831 55,006 59,561 50,290
Rio Grande-RS 101,547 88,510 73,387 76,196 69,858 63,520 46,296 50,844 38,169
Xique-Xique-BA 125,528 110,323 91,860 95,120 87,518 79,916 58,427 64,712 49,508
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Appendix C

see Tables C1 and C2
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Table C2
Values of y2 (R$/MWh) for each scenario and in each city.

100% wind
power

80% wind
power 20% PV

75% wind
power 25% PV

60% wind
power 40% PV

50% wind
power 50% PV

40% wind
power 60% PV

25% wind
power 75% PV

20% wind
power 80% PV

100% PV

Araripina-PE 131.97 156.93 190.36 190.74 212.58 239.13 340.44 314.09 445.85
Braganca

Paulista-SP
285.67 314.52 373.68 347.40 365.63 385.22 471.86 429.19 480.94

Campo Grande -
MS

192.81 223.93 271.43 263.86 284.63 316.93 428.94 390.91 480.75

Jundiai-SP 203.50 236.35 286.59 278.50 304.37 334.51 456.25 412.59 529.00
Laguna-SC 184.89 218.06 266.21 262.15 290.11 323.59 455.24 415.13 566.11
Macau-RN 179.24 207.32 209.28 242.99 226.93 289.83 382.01 354.05 447.53
Mineiros-GO 143.56 170.44 207.33 206.70 230.05 258.33 368.85 337.70 475.38
Montes Claros-

MG
162.25 189.30 229.25 224.36 246.10 271.61 373.57 338.73 441.59

Mossoro-RN 154.10 180.69 243.62 215.55 263.69 263.24 358.48 332.45 442.00
Parnaiba-PI 187.85 214.74 255.66 248.01 267.79 290.24 371.47 345.62 421.42
Rio Grande-RS 178.78 211.98 257.73 254.21 281.62 314.51 441.36 404.87 555.25
Xique-Xique-BA 144.63 170.07 205.90 203.64 224.80 249.98 349.72 318.11 428.07

Table C1
Values of y1 (tCO2/km2) for each scenario and in each city.

100% wind
power

80% wind
power 20% PV

75% wind
power 25% PV

60% wind
power 40% PV

50% wind
power 50% PV

40% wind
power 60% PV

25% wind
power 75% PV

20% wind
power 80% PV

100% PV

Araripina-PE 3.784 4.047 3.569 4.467 4.787 5.245 5.546 7.185 20.547
Braganca

Paulista-SP
1.748 2.019 1.818 2.452 2.783 3.256 4.001 5.258 19.048

Campo Grande -
MS

2.590 2.836 2.503 3.229 3.575 3.957 4.401 5.773 19.956

Jundiai-SP 2.454 2.687 2.370 3.059 3.343 3.750 4.138 5.470 17.318
Laguna-SC 2.701 2.912 2.552 3.250 3.508 3.876 4.147 5.436 16.183
Macau-RN 2.786 3.063 3.246 3.506 4.484 4.327 4.942 6.374 20.471
Mineiros-GO 3.479 3.726 3.276 4.124 4.424 4.855 5.118 6.683 19.271
Montes Claros-

MG
3.078 3.355 2.963 3.797 4.135 4.618 5.054 6.663 20.746

Mossoro-RN 3.240 3.515 2.788 3.952 3.859 4.764 5.266 6.786 20.727
Parnaiba-PI 2.659 2.957 2.657 3.435 3.800 4.321 5.082 6.530 21.739
Rio Grande-RS 2.793 2.996 2.636 3.351 3.613 3.988 4.278 5.574 16.499
Xique-Xique-BA 3.453 3.734 3.300 4.184 4.527 5.017 5.398 7.095 21.401
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